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Substructure Determination in Isomorphous
Replacement and Anomalous Diffraction Experiments

R.W. Grosse-Kunstleve and T. R. Schneider

Summary
The determination of the substructure of heavy atoms or anomalous scatterers is a central step

in experimental-phasing procedures. We give an overview of commonly used methods for sub-
structure determination, including estimation of substructure structure factors, Patterson meth-
ods, direct methods, dual-space recycling procedures, and methods for substructure refinement
and completion. This chapter also includes an annotated list of available program packages.

Key Words: Patterson methods; direct methods; heavy atoms; dual-space recycling; fast
translation function.

1. Introduction
Traditionally, experimental phasing of macromolecular structures involves

heavy atom soaks and the collection of two or more datasets: the diffraction
intensities of the native crystal and that of the derivative(s). This is often
referred to as single or multiple isomorphous replacement (SIR, MIR). In recent
years, because of the growing availability of tunable synchrotron radiation, it
has become very popular to use crystals containing anomalous scatterers.
Experiments in which the anomalous signal is explicitly measured are known
as single or multiple anomalous diffraction experiments (SAD, MAD) (1) or
alternatively single anomalous scattering experiments. Isomorphous replace-
ment and anomalous diffraction can also be combined (SIRAS, MIRAS).

Heavy atoms, which may at the same time be anomalous scatterers, can be
naturally present, for example iron in heme proteins, but more often they are
introduced artificially. Extensive overviews of procedures for the preparation of
heavy atom derivatives are given by refs. 2–5. These procedures are still com-
monly used. Recently, Dauter (6) (see Chapter 21) introduced the method of
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quick halide soaks. A more complex but powerful and now very popular method
for the introduction of anomalous scatterers is the replacement of methionine
residues in protein structures by selenomethionine (7). Interestingly, the data-
collection technology developed for selenomethonine experiments has now
advanced to the point where even the small anomalous signal from the native
sulfur atoms (8,9) in proteins or phosphorus atoms in oligonucleotides (10) can
in favorable cases lead to successful structure determination. There have also
been reports (11) of a selenomethionine derivative being used together with a
native crystal in an isomorphous replacement experiment. This is unusual but
entirely possible if the degree of nonisomorphism is sufficiently small.

Once crystals containing heavy atoms or anomalous scatterers are available,
experimental phasing can be viewed as a divide-and-conquer technique where
the larger problem of determining the complete macromolecular structure is
divided into two steps:

1. Given experimental diffraction data from one or several crystals, approximate sub-
structure structure factors corresponding to the substructure of heavy atoms or the
anomalous scatterers alone are computed. The substructure is solved based on the
substructure structure factors using methods originally developed for the solution
of small molecules.

2. Using the known substructure in combination with the measured diffraction data,
algebraic or probabilistic methods are used to extrapolate phases for the full structure.

Once initial phases are found, the structure solution process continues with den-
sity modification, model building, and refinement. In this chapter, we focus on the
determination of the substructure and some aspects of substructure refinement.

2. Overview of Commonly Used Methods
Most computer programs in use implement a combination of several proce-

dures. In the following, the most important building blocks are described.

2.1. Estimation of Substructure Structure Factors

2.1.1. Isomorphous Differences

Because the number of atoms in a native macromolecular structure is usually
much larger than the number of additional heavy atoms in a derivative, it is a valid
approximation to assume FH << FPH, where FH are the structure factor amplitudes
corresponding to the substructure only, and FPH the structure factor amplitudes of
the derivative. This approximation leads to ([2]; Subheading 6.2.):

(1)

The cosine term takes on values between –1 and 1. Therefore the isomor-
phous differences FPH – FP as extracted from diffraction experiments on the

F F F F FH PH PH P H PH H<< ⇒ − ≈ −cos( )ϕ ϕ
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derivative and the native crystal are lower estimates of the true substructure
structure factor modulus FH: the true FH can be larger, but they cannot be small-
er than the observed isomorphous differences.

2.1.2. Anomalous Differences

Similar considerations lead to the following equation for anomalous differ-
ences F+

PH – F–
PH ([2]; Subheading 7.6.):

(2)

Here F”H are the imaginary contributions to the structure factors of the
anomalous scatterers. F’PH is the sum of the structure factors of the macromol-
ecular structure and the real contributions of the anomalous scatterers. The sine
term also takes on values between –1 and 1. Therefore, the anomalous differ-
ences taken between the measured Bivoet mates F+

PH and F–
PH are lower esti-

mates of the imaginary contributions of the anomalous scatterers.
The ratio between anomalous differences measured at different wavelengths is,

to a first approximation, a constant for all reflections from a given crystal. The
degree to which experimental data follow this expectation can be measured by cal-
culating standard correlation coefficients (e.g., ref. 12) between anomalous differ-
ences originating from different measurements. The magnitude of the correlation
coefficient is a very useful indicator of data quality (Fig. 1A) (see Notes 1–3).

2.1.3. FA Structure Factors

In the case of MAD experiments it is possible to compute better estimates of
the structure factors corresponding to the substructure. Commonly these esti-
mates are referred to as FA structure factors. Various algorithms for the compu-
tations of FA structure factors are available: MADSYS (1), CCP4 REVISE (13),
SOLVE (14), XPREP (Bruker AXS, Madison, WI). For good MAD data, FA

structure factors usually lead to significantly more efficient determination of the
substructure. It has also been observed that FA structure factors enable the solu-
tion of a substructure that could not be solved from anomalous differences
measured at any one wavelength. However, if the MAD data are affected by
systematic errors, such as intensity changes resulting from radiation damage, it
is also possible that the corresponding FA structure factors are not suitable for
the substructure determination. In this case it is advantageous to attempt sub-
structure determination with the wavelength collected first (ideally at the peak
of the anomalous signal) (15) (see Notes 4–8).

2.2. The Phase Problem

In the second and third decades of the 20th century early X-ray crystallogra-
phers worked out that the observed diffraction intensities are directly related to

F F F F FH PH PH PH H PH H
" ' " sin( )<< ⇒ − ≈ −+ − 2 ϕ ϕ
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the Fourier transformation of the electron density of the crystal structure (not
taking Lorentz factors, polarization factors, and other experiment-specific cor-
rections into account):

(3)

Here I represents the observed intensities, |F| the structure factor amplitudes,
ρ is the electron density, and FT a Fourier transformation. The same relation
more specifically:

I F FT≡ ∝ ( )ρ

Fig. 1. (A) Plot of the correlation coefficient between signed anomalous differences
measured at different wavelengths against resolution for the three-wavelength multiple
anomalous diffraction (peak, inflection point, high-energy remote) dataset collected on
the Se-Met substituted form of an acyltransferase (56). The correlations shown are
peak-remote (full line), inflection-remote (dashed line), and peak-inflection (dotted
line). (B) Plot of the number of correct sites (as checked with SITCOM [57]) present in
the top-scoring solution of the Se substructure of the acyltransferase as obtained by
SHELXD vs high-resolution cut-off. The crystal structure contains 32 ordered Se-sites.
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(4)

Here h is a Miller index, x the coordinate of a grid point in real space, N the
total number of grid points, and V the volume of the unit cell. The complex
structure factor F is also shown in the alternative representation as an amplitude
|F| combined with a phase (φ).

Obviously it is straightforward to compute the structure factor amplitudes
from the electron density. Given complex structure factors it is equally easy to
compute the electron density via a Fourier transformation:

(5)

where FT–1 represents the inverse Fourier transformation. Unfortunately with
current technology it is almost always impractical to directly measure both
intensities and phases. Conventional diffraction experiments only produce
intensities, the phases are not available. This is colloquially known as the phase
problem of crystallography.

2.3. Techniques for Solving the Phase Problem

2.3.1. Patterson Methods

The Patterson function is defined as the Fourier transformation of the
observed intensities:

(6)

This is a straightforward calculation requiring only the experimental obser-
vations as the input. Patterson (16) showed that the peaks in this Fourier syn-
thesis correspond to vectors between atoms in the crystal structure.

2.3.2. Patterson Interpretation in Direct Space and in Reciprocal Space

In the classic textbook Vector Space Buerger (17) demonstrates that under
idealized conditions image seeking procedures are capable of recovering the
image of the electron density from the Patterson function. “Idealized condi-
tions” essentially means fully resolved peaks in the Patterson function. In prac-
tice, this condition is only fulfilled for very small structures, but it still is pos-
sible to extract useful information from real Patterson maps. The basic idea is:

1. Postulate a hypothesis, for example a putative substructure configuration.
2. Test the hypothesis against the Patterson map.

The test involves the computation of vectors between the atoms of the puta-
tive substructure and the determination of the values in the Patterson map at the
location of these vectors. This involves interpolation between grid points of the

Patterson FT I∝ −1( )

ρ ∝ −FT F1( )
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map. The interpolated peak heights are usually the input for the computation of
a Patterson score. Theoretically the minimum of all the peak heights found is
the most powerful measure, but sum or product functions have also been used
(17). Nordman (18) suggests using the mean of a certain percentage of the low-
est values.

It is also possible to work with the observed intensities in reciprocal space,
without transforming them according to Eq. 6. Conceptually the procedure is
even simpler:

1. Postulate a hypothesis, for example a putative substructure configuration.
2. Test the hypothesis against the observed intensities.

In this case the test involves the calculation of intensities for the putative
structure and the evaluation of a function comparing these with the observed
intensities, for example the standard linear correlation coefficient (e.g., ref. 12).
An advantage of this method is that it does not involve interpolations and there-
fore it should be intrinsically more accurate. However, the calculations are much
slower than the computation of Patterson scores in direct space if done in the
straightforward fashion suggested here. The key to making the reciprocal space
approach feasible is the fast translation function devised by Navaza and
Vernoslova (19). We were able to show that the fast translation function is typi-
cally 200–500 times faster than the conventional translation function. The fast
translation function was originally designed for solving molecular replacement
problems, but it is also being used for the determination of substructures (20,21).

2.3.3. Direct Methods

Direct methods were originally developed for the direct determination of
phases without direct use of stereochemical knowledge. The fundamental
approach is to start with a very small set of starting phases and to construct a
more complete phase set by applying phase probability relationships. The
expanded phase set in combination with the observed structure factors is used
to compute an electron density map that is hopefully interpretable when stere-
ochemical knowledge is taken into account.

The phase probability relations governing the phase extension procedure are
usually based on the well-known tangent formula (22). This formula is typical-
ly introduced as:

(7)

The tangent formula can be used to estimate an unknown phase ϕh given a
set of known phases ϕk and ϕh–k. To avoid distraction, for the moment we will
assume that the Es in this formula are analogous the structure factors F previ-
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ously introduced (the exact definition of the Es is given by Eq. 11). The deri-
vation of the tangent formula employs the assumptions that the electron densi-
ty is positive everywhere in the unit cell (positivity) and that all atoms are
resolved (atomicity). To understand this it is useful to rewrite the tangent for-
mula as a simpler, but mathematically equivalent, expression:

(8)

Comparison with the definition of the convolution (e.g., ref. 23) leads us to
recognize:

(9)

Application of the convolution theorem followed by application of Eq. 5
leads to:

(10)

This equation shows that the tangent formula uses positivity and atomicity to
introduce a self-consistency argument as illustrated in Fig. 2. This argument is
essentially the same one used in the derivation of the Sayre equation (24),
which is slightly more complex than the tangent formula because it is formu-
lated for atoms with Gaussian shapes rather than point atoms. This describes
real crystal structures more closely, but in practice it is often more advantageous
to eliminate the shape term and to work with normalized structure factors cor-
responding to point atoms. Normalized structure factors can be estimated from
observed structure factor amplitudes |Fh| by enforcing the expected average

in resolution shells:Eh
2 1=

E E E FT FT E FTh k h k
k
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Fig. 2. The essence of direct methods. Normalized structure factors correspond to point
atoms at rest. Squaring in direct space followed by a Fourier transformation leads to struc-
ture factors that are proportional to the original structure factors. The phases are identical.
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(11)

To be precise, this equation yields estimates of the quasi-normalized struc-
ture factors.  The term ε takes the multiplicity of the reflections into account and
can be directly computed from the space group symmetry.

2.3.4. Dual-Space Recycling

The tangent formula alone often does not work efficiently for solving struc-
tures with many atoms (25). The most popular “direct methods” programs used
in macromolecular crystallography today are the result of an evolution that
transformed the pure phase-extension idea into complex multitrial search pro-
cedures. MULTAN (26) pioneered the multitrial approach but is still motivated
by the phase-extension idea. RANTAN (27) and early versions of SHELX (28)
mark the transition to random-seeded multitrial approaches that use the tangent
formula in a recycling procedure to enforce self-consistency (Fig. 2). Shake-
and-Bake (29) and more recent versions of SHELX (30) introduced the concept
of dual-space recycling (31). Reciprocal-space phase manipulation based on the
tangent formula, or the minimal function in the case of shake-and-bake, alter-
nated with direct-space interpretation of Fourier maps. Shake-and-Bake picks
peaks from the Fourier maps, taking a given minimum distance into account.
The peaks are used in a structure–factor calculation to obtain new phases that
are entered into the next cycle of phase manipulation. SHELXD (32) follows a
similar approach but after selecting typically 1.3 times the expected number of
sites N, eliminates 0.3 N of them in a random omit procedure. This imitates the
common practice in macromolecular refinement of omitting part of a structure
from a Fourier calculation in order to obtain an improved electron density in the
next iteration. Picking peaks from an electron density to be used for the calcu-
lation of the next phase set is a very direct way of enforcing atomicity and tak-
ing into account the actual number of scatterers. The dual-space recycling pro-
cedure is very fast as it only works with a small fraction of the reflections.
Typically 10–15% of the strongest E-values are used.

2.3.5. Direct Methods Recycling With Patterson Seeding

Conventional direct methods programs initialize the recycling procedure
with random phases or random coordinates. In contrast, SHELXD (32) and
HySS (21) use Patterson seeding to obtain better than random starting phases
for the recycling procedure. The fundamental steps in the procedure are:

1. Generation of two-atom fragments. A given number of peaks are picked from a
sharpened Patterson map. These are considered to be possible vectors between two
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atoms of the substructure. However, at this stage only the relative orientation of the
two atoms is known, but not the absolute position in the unit cell. SHELXD uses
the Nordman (18) function to obtain scores for a large number of random transla-
tions of the two-atom fragments. HySS uses the fast translation function (19) to
systematically score all translations on a uniform grid.

2. Extrapolation to the full substructure. Conceptually a third probe atom is system-
atically placed on the points of a uniform grid over the asymmetric unit while keep-
ing a trial two-atom fragment fixed at a position that lead to a high score. SHELXD
uses the Nordman function to compute scores for the position of the third atom.
HySS uses the fast translation function for the same purpose. Points with the high-
est scores are added to the original two-atom fragment to generate the expected
number of atoms. 

3. Correction of defects. Typically the structures obtained in the previous step contain
a considerable number of misplaced atoms. Even the best solutions often have less
than half of the atoms correctly placed. These defects are efficiently corrected
using dual-space recycling (tangent formula expansions and random omission of
peaks). The standard linear correlation coefficient between calculated and observed
intensities is a very reliable score for ranking the final results of the dual-space
recycling procedure. 

2.4. Identification of Correct Solutions

Most search procedures including shake-and-bake and SHELXD are run for
a preset number of trials, or until they are terminated manually. Various figures
of merit, such as the Patterson figure of merit to measure the consistency
between calculated and observed Patterson maps (33), the value of the minimal
function for the final set of phases (29), or the correlation coefficient between
observed and calculated E-values, can then be used to compare the results of
different trials. However, a general problem with these figures of merit is that
an absolute threshold for the discrimination between correct and incorrect solu-
tion cannot be given. Some searches yield trimodal distributions so that simply
looking for outstanding figures of merit can also be misleading. Thus, addi-
tional criteria have to be employed. One such criterion is the presence of non-
crystallographic symmetry in the substructure. This can be checked for exam-
ple by using the “Patterson crossword table” (33) as implemented in SHELXD,
by using a sophisticated combination of scores (34) or simply by inspecting the
substructure on a graphical display. Another useful criterion for the correctness
of a substructure that is suitable for automation is the consistency of substruc-
tures obtained from different trials. Therefore, the shake-and-bake suite (35)
and recently the SHELX suite (36) include programs for comparing substruc-
tures that automatically take allowed origin shifts and change-of-hand operators
into account. These programs are run externally from the actual search proce-
dure. In HySS a similar procedure is fully integrated into the substructure
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search and is used in combination with the correlation coefficients to automat-
ically terminate a search (21).

Often it is not clear how many well-ordered substructure sites to expect
exactly, in particular when working with heavy atom soaks (see Notes 9 and
10). It is also quite common that a certain fraction of selenomethionine residues
is not well ordered, for example residues near the termini. The SHELXD pro-
gram employs refinement of occupancy factors to assist in determining the
number of ordered sites. At the end of each trial a certain number of the high-
est peaks, typically 1.3 times the number of expected sites, are picked from the
last E-map obtained in the dual-space recycling procedure. The occupancies of
these sites are then refined against all observed substructure structure factors
and the sites are sorted according to the refined values of their occupancies. In
favorable cases the plot of the occupancy vs site number shows a sharp drop,
indicating where the list of well-ordered sites ends (Fig. 3). Only sites that
appear before this point should be used in subsequent steps.

Occupancy refinement is also used in the HySS program, but only after the
determination of the sites common to the top two or three solutions (the con-
sensus model), ranked by the correlation coefficient. The consensus model may
contain more sites than expected because the number of peaks picked from the
last E-map depends on the number of expected sites N. Typically, for N < 30
between N and 1.5 N peaks are picked. All these sites are subject to positional
and occupancy refinement, and the resulting model sorted by occupancies in

Fig. 3. Occupancy vs site number for a typical solution obtained for the Se-sub-
structure of 2-aminoethylphosphonate transaminase (58) against FA-data produced by
XPREP. The occupancy of site 66 is 0.48 and the occupancy of site 67 is 0.11, clearly
indicating that the substructure contains 66 sites.
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decreasing order. Only the top N sites are retained. If this means that the model
was truncated, it is refined a second time. Experience shows that the refined,
truncated consensus model rarely contains a significant number of incorrect
sites, if any.

2.5. Substructure Refinement and Completion

All programs currently in use for the determination of substructures will pro-
duce a model for the substructure that has the best agreement with a given set of
substructure structure factors. However, for the determination of the best phases
on which the initial electron density map for the complete structure will be based,
it may be advantageous to use a substructure model that is consistent with all
experimental data. For instance, in MAD phasing, the substructure should not
only be in agreement with the the FA-values, but more importantly should be con-
sistent with the two or more original datasets collected at different wavelengths.

The process of refinement and completion of a substructure model against all
available data in many aspects resembles the refinement of an entire macro-
molecular against native data: parameters of the model are optimized such that
the agreement with the experimental data is improved and as the model
becomes better, difference electron density maps reveal previously invisible
parts of the structure to be included into the model. There are, however, a num-
ber of aspects that make substructure refinement substantially more complex
than “native” structure refinement. As substructures contain significantly fewer
atoms than structures of entire proteins, the data-to-parameter ratio is much
higher, supporting the refinement of more parameters per site. Commonly
refined parameters not only include coordinates and B-values, but also
anisotropic B-values, occupancies, and dispersive and anomalous contributions
to the scattering factor. Some of these parameters are highly correlated, e.g., the
B-value and the occupancy of a site, and appropriate constraints and restraints
have to be introduced to obtain reasonable results. Furthermore, the parameters
have to be adjusted such that the agreement with several datasets is improved at
the same time. This simultaneous use of several datasets introduces the problem
of the relative scaling and weighting of the data from different sources.

When datasets from different crystals (or from the same crystals with differ-
ent levels of radiation damage) are used, a further complication is introduced by
the fact that structural differences between the different crystals, the so-called
nonisomorphism, result in inconsistencies (“lack-of-closure”) in the phasing
calculations that are not trivial to handle. The difficulty of relative weighting of
different sources of information also becomes apparent in the calculation of
intermediate electron density maps to be used for completing the substructure
model and a variety of sophisticated schemes have been suggested, one promi-
nent example being the log-likelihood gradient map (37).
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Several programs, mostly based on maximum-likelihood principles, are
available for carrying out heavy atom refinement and phasing. These include
CNS (38), MLPHARE (39,40), PHASES (41), SHARP (37), and SOLVE (34).

With currently available experimental technology, data of very high quality
can be collected (see Note 11) and in favorable cases it can be afforded to be less
strict in the treatment of experimental errors for the sake of simplicity and speed.
The recently implemented combination of SHELXD and SHELXE follows this
route: based on the unmodified substructure model found by SHELXD,
SHELXE rapidly calculates an initial phase set that is subsequently subjected to
density modification, often yielding an interpretable electron density map with-
in minutes.

3. Summary of Programs Available
ACORN: http://www.ccp4.ac.uk/. Primarily designed for solving protein

structures at atomic resolution (1.2 Å or better), but tests of substructure deter-
minations were also reported (42). Starts with a known substructure, known
fragments positioned with an extensive molecular replacement search, or ran-
domly placed atoms. This is followed by application of Patterson superposition
methods, Sayre phase refinement, and a special density modification procedure
(dynamic density modification).

CNS heavy_search.inp: http://cns.csb.yale.edu/. Evaluation of direct-space
and reciprocal-space Patterson interpretation, combined with Patterson correla-
tion refinement. A robust but relatively slow method that has proven most use-
ful for solving moderately sized structures from noisy data (43), but it has also
been tested successfully to solve structures with up to 66 sites (44).

HySS: http://phenix-online.org/. Dual-space recycling with Patterson seed-
ing. A highly automated procedure with a sophisticated, fully integrated val-
idation mechanism that enables automatic termination as soon as the solution
is clear. Particularly easy to use given anomalous diffraction data because no
input files other than the reflection file are required and all common reflec-
tion file formats are processed directly (this includes files produced by
XPREP, see below).

RANTAN: http://www.ccp4.ac.uk/. Tangent refinement initialized with ran-
dom phases. Used by autoSHARP (http://www.globalphasing.com/sharp/) (see
Chapter 25).

Shake-and-Bake: http://www.hwi.buffalo.edu/SnB/. Dual-space recycling,
alternatively using the tangent formula or the minimal function (45). The com-
plete shake-and-bake suite includes sophisticated procedures for the determina-
tion of normalized difference structure factors (46), graphical visualization
tools for monitoring the progress of the search, and a procedure for substruc-
ture comparisons (35).
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SHELX: http://shelx.uni-ac.gwdg.de/. The SHELX-suite of programs for
macromolecular phasing includes modules for the determination of substruc-
ture structure factors (SHELXC), substructure solution (SHELXD), phase cal-
culation, and density modification (SHELXE). The modules can be used indi-
vidually or in an integrated manner via a graphical user interface (HKL2MAP).

SOLVE & RESOLVE: http://solve.lanl.gov/. SOLVE implements a tight
integration of direct-space Patterson methods, difference Fourier analysis, and
phasing (34). One or two initial substructure sites are determined with Patterson
superposition functions. The remaining sites are found by repeated analysis of
isomorphous or anomalous difference Fourier maps. These fundamental build-
ing blocks are integrated into a high-level procedure that automates decision-
making using a sophisticated scoring system. Includes all steps including the
refinement of experimental phases. The RESOLVE program (47) implements
statistical density modification and automated model building.

XPREP: http://www.bruker-axs.com/. Program for the evaluation of diffrac-
tion data. Among other features, it allows the estimation of substructure struc-
tures from various types of experiments, such as MAD, SAD, MIR, SIRAS, and
others. The program contains procedures for detwinning anomalous data.

4. Notes
1. Careful evaluation of data quality is crucial. The structure factors representing a

substructure are calculated as small differences between large experimentally
measured values. Therefore, the importance of evaluating the data quality before
starting the substructure solution process cannot be overstated. If measurements of
anomalous differences at different wavelengths are available, truncating the data at
the resolution where the correlation coefficient between anomalous differences
falls below 30% is a good strategy (Fig. 1A). Including data of lower quality may
be harmful and in extreme cases the inclusion of a 0.1-Å thick high-resolution shell
can lead to failure of the substructure solution process (Fig. 1B). Another measure
of data quality is the signal to noise for the substructure factors. However, for this
measure absolute thresholds are difficult to define because the estimation of accu-
rate standard deviations for substructure structure factors is difficult.

In a single-wavelength experiment it may be advantageous to carry out addi-
tional steps in order to obtain two or more independent measurements of anomalous
differences. For example, the crystal can be rotated around different axes on a mul-
ticircle diffractometer. A very rigorous approach is to repeat the same experiment on
two different crystals and then to correlate the measurements (e.g., ref. 48).

2. Some programs provide the facilities to use unmerged data (e.g., SOLVE and
XPREP). It is often advantageous to provide unmerged data to these programs. In
comparison to premerged data, unmerged data allow for a more robust statistical
analysis. A major reason is that uncertainties can be estimated from a spread of
measurements and outliers can be detected more reliably.
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3. Collecting highly redundant data has been repeatedly shown to increase the chances
of success (10,49). In addition, higher redundancy results in more reliable statistics.

4. Radiation damage is the major obstacle to collecting data to high redundancy. If the
crystal is heavily affected by radiation damage, a low-dose, high-redundancy
dataset that extends to 3 Å can be much more useful for initial phasing than a high-
dose, low-redundancy dataset that extends to 2 Å.

5. Radiation damage can be used as a phasing tool. The specific structural changes
induced in a crystal structure when deliberately exposed to large doses of X-ray pho-
tons can be exploited for experimental phasing. Ravelli et al. (50) have successfully
used a dataset from a fresh crystal as the native dataset, and the dataset from a “burnt”
crystal as the derivative dataset in a pseudo isomorphous replacement experiment.

6. Collecting related reflections close in space and time (see Chapter 18) can make the
difference between success and failure if radiation damage is a severe problem
(e.g., ref. 51).

7. Merohedral twinning (52) creates fewer problems than one would expect for the
determination of the substructure as: (1) the strong reflections used in dual-space
recycling procedures are statistically less affected by the twinning than general
reflections, and (2) structure solution using Patterson methods against twinned data
will produce only one twin component as no vectors between the twin component
are present in the Patterson map (53).

8. Treating a failed MAD experiment as a SAD experiment may be a viable approach.
Sometimes, the systematic errors between the different wavelengths of a MAD
experiment are too large to give useful results. Using selected single-wavelength
data in a SAD approach may nonetheless solve the structure (43).

9. The simultaneous presence of different kinds of anomalous scatterers can lead to com-
plications because the wavelength-dependent change of the anomalous signal is very
specific to each element type. The available substructure determination programs may
not function properly because a number of commonly used approximations are based
on the assumption that only one kind of anomalous scatterer is present.

10. If the number of substructure sites is not known, e.g., in the case of halide soaks (see
Chapter 21), it is generally better not to overestimate the expected number sites, but to
err on the low side. If too many spurious sites are included in the calculations most
figures of merit cease to be good indicators. A rule of thumb could be “less than num-
ber of residues divided by 20,” but often multiple different values have to be tried.

11. MAD phasing at atomic resolution is possible. Recent work on endoglucanase A
(54) and aldose reductase (55) with experimental phases extending to 1.0 and 0.9
Å resolution, respectively, has shown that a well-refined heavy atom substructure
can provide the basis for the calculation of excellent phases to atomic resolution.
In favorable cases the maps are virtually indistinguishable from refined maps.
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